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fluid part leads to an extended Euler system with magnetic forces as source terms. This set
of equations are approximated by suitable two- and three-wave HLL solvers. The magnetic
part is modeled by the magnetic induction equations which are approximated using stable
upwind schemes devised in a recent paper [F. Fuchs, K.H. Karlsen, S. Mishra, N.H. Risebro,
Stable upwind schemes for the Magnetic Induction equation. Math. Model. Num. Anal.,
Available on conservation laws preprint server, submitted for publication, URL: <http://
www.math.ntnu.no/conservation/2007/029.html>]. These two sets of schemes can be com-
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Divergence constraint bined either component by component, or by using an operator splitting procedure to
Upwinded source terms obtain a finite volume scheme for the MHD equations. The resulting schemes are simple
MHD to design and implement. These schemes are compared with existing HLL type and Roe

type schemes for MHD equations in a series of numerical experiments. These tests reveal
that the proposed schemes are robust and have a greater numerical resolution than HLL
type solvers, particularly in several space dimensions. In fact, the numerical resolution is
comparable to that of the Roe scheme on most test problems with the computational cost
being at the level of a HLL type solver. Furthermore, the schemes are remarkably stable
even at very fine mesh resolutions and handle the divergence constraint efficiently with
low divergence errors.

© 2008 Elsevier Inc. All rights reserved.

1. Introduction

Many interesting problems in astrophysics, solar physics, electrical engineering and aerospace engineering are based on
modeling the evolution of plasmas. Most models involve the equations of magneto-hydro dynamics (MHD) which read

o, + div(pu) =0,
(pw), +div(pu@u+ (p+}B*)T-B2B) =0,
Et+div(<E+p+%B2)u—(u-B)B) =0, (1.1)
B, +divu®B-Bou) =0,
divB =0,

where p denotes the density, u = {u',u2,u3} and B = {B', B>, B>} denote the velocity and the magnetic fields respectively, p
the pressure and E the total energy of the plasma. The variables are related by the following ideal gas equation of state
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with y being the gas constant. The above system is a system of conservation laws (with a constraint) in three dimensions on
the following form

Ve+f(V), +8&(V), +h(V),=0,

divB = 0,
with V = (p, pu!, pu?, pu3 E,B', B*, B®) being the vector of conserved variables and f, g and h are the directional fluxes in the x,
y and z directions respectively. The constraint that the divergence field should be solenoidal is a consequence of the fact that

magnetic monopoles have not been observed in nature. A complete derivation of the MHD equations along with a descrip-
tion of the hypotheses on its validity is presented in [20]. We summarize the basic steps in the derivation below.

1.1. Derivation of the model

We non-dimensionalize all the quantities following [20] and choose units suitably so that the permeability of the medium
is set to 1. Then the Eq. (1.1) are derived from the following set of physical laws,

Conservation of mass: The conservation of mass takes the following differential form (mass conservation for plasmas being
the same as that of fluids),

p, + div(pu) = 0. (1.3)

Faraday’s law: By using Maxwell’s equations, the Stokes theorem and the fact that the electric field in a co-moving frame
is zero, Faraday’s law for the magnetic flux across a surface S bounded by a curve S is given by

d
~— [ B.dS= [ E.dl
o=,

becomes
B: + div(u ® B— B®u) = —u(divB). (1.4)

The right hand side is proportional to divB and is often omitted due to the divergence constraint. Eq. (1.4) is referred to as the
magnetic induction equation and can be considered as the special form of Maxwell equations governing the evolution of
magnetic fields due to the action of a given velocity field u.

Conservation of momentum: In differential form, the conservation of momentum for a plasma is given by,

(pu), +div(pu@u+pI) =J x B, (1.5)

where J denotes the current density and Z the 3 x 3 identity matrix. The above equation results from the fact that the
momentum of the plasma changes due to the pressure and action of the Lorentz force J x B exerted by the magnetic field.
Under the assumptions of ideal MHD, Ampere’s law expresses the current density as

J = curl(B). (1.6)

Use of standard vector identities results in the following “semi-conservative” form,
(pu), + div(pu Ru+ <p + %BZ>I -B® B) = —B(divB). (1.7)

Due to the divergence constraint, one usually neglects the right hand side of the above equation to get the momentum con-
servation in (1.1).
Conservation of energy: Defining the hydrodynamic energy of an ideal gas as

hd P 1 2
E =51 +5 0,

and using the conservation of this energy results in
E* + div((E" + p)u) =] - (B x u). (1.8)

The right hand side represents the change in energy due to the magnetic field. Using standard vector identities and Am-
pere’s law, we obtain

J Bxu)= (B.%— (u - B)(divB) — div(B - B)u — (u~B)B>.



F.G. Fuchs et al./Journal of Computational Physics 228 (2009) 641-660 643

Defining the total energy of the plasma as E = E + %BZ, energy conservation takes the form

E + div<<E +p+ %B2>u —(u- B)B) = —(u- B)(divB). (1.9)
Using the divergence constraint results in the energy equation in (1.1). Combining all the above we get
p, + div(pu) =0,
(pu), +div(pu@u+ (p+ 1B’ -B®B) = —c,B(divB),
Ef+div(<E+p+%|B\2)u—(u-B)B) — —¢;(u-B)(divB), (110
B, +divu®B-Bou) = —cu(divB),

with constants ¢; = ¢, = 1. Note that this form of the equations is symmetrizable by the results of [11]. An explicit inclusion
of the divergence constraint means taking ¢; = ¢, = 0, and this is the standard form of the MHD Eq. (1.1).

We remark that MHD equations can be thought of as a combination of fluid dynamics coupled with magnetic fields. In
fact, the “physical” form of these equations are a combination of the fluid Eqs.(1.3), (1.5) and (1.8) (with magnetic forces act-
ing on them) and the magnetic induction Eq. (1.4). Collecting these equations, we can obtain the “physical” form

p, + div(pu) )
(pu), +div(pu x u+pZ) =] xB, (111)
EY+div((E" +pu) =] (Bxu), ‘

B +diviu®B-B®u) = -—u(divB).

This system is non-conservative. We will use this “physical” splitting of the equation into the fluid part and a magnetic
part in order to design efficient finite volume schemes for (1.1).

As remarked earlier, the MHD equations are a system of conservation laws in three dimensions. A calculation of eigen-
values of the Jacobians (see [22] for details) shows that the equations are hyperbolic but not strictly hyperbolic. In particular,
the fast, slow and Alfven waves coincide at the triple point, and this can lead to considerable difficulties in the analysis of the
model. Furthermore, a naive scaling of eigenvectors leads to singularities, and the eigenvectors must be properly scaled.
Well-defined eigensystems for MHD equations have been proposed in [22 and 2]. Non-linearities in the equations result
in formation of discontinuities such as shock waves and contact discontinuities. The complex structure of the equations leads
to intermediate shocks and compound shocks which are difficult to analyze and simulate. A detailed description of the ana-
lytical and numerical difficulties concerning MHD equations can be found in [23].

In the absence of analytical results, the main approach in dealing with these equations has to been to devise efficient
numerical schemes to approximate their solutions. For a long time finite volume methods have been the preferred means
to solve conservation laws numerically. These methods are based on approximating the integral form of the conservation
law inside each cell or control volume. Numerical fluxes at each cell interface are based on either exact or approximate Rie-
mann solvers. Higher order accuracy in space is obtained by using non-oscillatory ENO/WENO type piecewise polynomial
functions. Time integration is performed by using high order stability preserving Runge-Kutta methods. A detailed account
of finite volume schemes for conservation laws can be found in [15].

The crucial ingredient in the design and performance of any finite volume method is a suitable choice of the numerical
flux function at cell interfaces. Usually, numerical fluxes are built either from exact or approximate solutions to Riemann
problems at each cell interface. Exact solutions (even to Riemann problems) for the MHD equations are very complicated
(and largely unavailable), and are therefore seldom used in numerical methods. Hence, approximate Riemann solvers for
the MHD equations are widely used. These solvers are either of the Roe (linearized) or the HLL (non-linear) types. Roe solvers
based on either a simple average of the Jacobians across each interface or the Roe average, see [21], can be used as approx-
imate Riemann solvers. A Roe-average for the ideal MHD equations was developed in [6]. A special form of the Roe solver
based on entropy variables, proposed and tested in [2], will be used in some numerical experiments in this paper.

The main problem with Roe solvers is that they can result in negative pressures and densities. Another issue is the high
computational cost of these solvers. As a consequence, an attractive alternative has been to use HLL solvers, see [15]. These
non-linear solvers are based on approximating the wave structure of the full Riemann problem by a simplified wave struc-
ture. The one-dimensional form of the MHD equations result in seven waves for each Riemann problem. HLL solvers approx-
imate the solution by fewer waves. The two-wave solvers based on wave speeds suggested in [8] are the simplest to
implement. They are provably positive (in the sense that the pressure and density in the solution are positive) and entropy
stable, but are too dissipative in most test problems. Three-wave HLL solvers based on heuristic considerations have been
developed in [16 and 12]. The solver of [12] is also provably positive. A positivity preserving five wave solver for MHD
was developed in [18]. Recently, three-, five- and seven-wave approximate Riemann solvers have been designed in [4]. These
solvers are proved to be positive. A thorough comparison of different HLL solvers has been reported in [17,25].

There is no clear choice for an ideal HLL solver. Some of the solvers are too dissipative but guarantee positive pressures
and densities. Some are complicated to design and implement and can be costly in terms of computational resources, par-
ticularly in several space dimensions. The computational results indicate that the three-wave solver of [16] appears to be the
least dissipative among HLL-three-wave solvers, whereas the solvers of [12 and 4] are provably positivity preserving. How-
ever, none of the HLL-three-wave solvers have the resolution of the Roe solver. Given the above factors, there is considerable
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scope for designing a simple HLL type two- or three-wave solver for the MHD equations which are less dissipative and hence,
have more resolution than the available HLL two- or three-wave solvers and a resolution comparable to the Roe solver. Our
main aim in this paper is to design such a HLL type solver. We would also like to point out that recent papers [17,25] have
extensively compared different HLL solvers and concluded that the five wave solver designed in [18] is very robust and has a
resolution comparable to the Roe solver.

A key issue in the design of numerical schemes for the MHD equations in several space dimensions is how to handle the
divergence constraint. A standard numerical scheme is not going to satisfy a discrete version of the divergence constraint
exactly, and even for smooth solutions will give divergence errors controlled by the truncation error. When the solution con-
tains shocks, the discretization can lead to large divergence errors which may result in negative densities and pressures.
There has been wide interest in designing numerical schemes which enforce, or control the divergence constraint. Popular
methods include using projection onto divergence free fields, see [5], this involves solving an elliptic equation at each time
step. Another popular choice is to stagger the grids or design updates which preserve some discrete divergence. An incom-
plete list of references dealing with this approach includes [1,7,9,23,24,27] and references therein.

Another simple method to deal with the divergence constraint was proposed by Powell in [19]. This involves using the
symmetrizable version of MHD Eq. (1.10) derived earlier this section with ¢; = ¢, = 1. Taking divergence of the magnetic
field in (1.10) results in

(divB), + div(u(divB)) = 0. (1.12)

Hence, any non-zero divergence introduced by a numerical discretization should be swept away from the domain by the
velocity field by this approach, provided that the boundaries are absorbing. A detailed comparison of different methods for
divergence cleaning is reported in [29].

The HLL or Roe solvers mentioned earlier, are not designed to handle the divergence constraint. In fact, most of them are
based on a locally one dimensional form of the MHD equations which presupposes that the normal component of the mag-
netic field across an interface is constant. Although this assumption is valid in one dimension, one has to use some ad hoc
procedure to extend the HLL solvers to multiple space dimensions. It would be desirable to design a solver that also handles
the divergence constraint and can be extended to several space dimensions in a natural way. Another aim of this paper is to
design a solver that addresses the divergence constraint.

The approximate Riemann solvers that we design in this paper are based on the “physical form” (1.11) of the MHD equa-
tions. This form suggests a natural splitting of the equations into a fluid and a magnetic part. The fluid part is the Euler equa-
tions of hydrodynamics along with Lorentz forces exerted on the fluid due to the magnetic field (1.5). Hence, we can use
approximate Riemann solvers of the HLL type for the Euler equations, these are well known in the literature, see [26] for
details. We will use both a standard HLL two-wave solver as well as a HLLC three-wave solver for the Euler equation part
of (1.11). It is not enough to treat the hydrodynamic part only. The right hand side of the fluid equations in (1.11) involves
magnetic forcing terms and these terms have to discretized suitably. Since the forcing terms involve derivatives, we must
upwind these derivatives. Furthermore, we need to enforce conservation of the variables. In order to do so, we will work with
the first three equations of (1.1) (the conservative form) and treat the magnetic field as a coefficient in this extended Euler
system and devise suitable HLL two-wave and three-wave solvers for this extended system.

The magnetic field is evolved by the magnetic induction Eq. (1.4). This is a linear system and has been studied extensively,
see [3,27] and references therein. Despite being a linear system, (1.4) is not easy to deal with numerically. In a recent paper
[10], we pointed out some of the difficulties involved in numerically approximating (1.4). We also developed a class of up-
wind schemes based on the form (1.4) without explicitly enforcing the divergence constraint and showed that the scheme
converges and that the discrete divergence is bounded in L?. In this paper we use the upwind schemes from [10] to approx-
imate the magnetic part of (1.11).

We can also use the simple Lax-Friedrichs scheme to approximate (1.4). This scheme is very dissipative, but preserves a
discrete version of the divergence constraint. Another class of schemes that can be used are the divergence preserving up-
wind schemes of [27]. When we implemented this scheme, we found that the resulting scheme for (1.1) was oscillatory.

Thus we emphasize that the main idea behind the schemes presented in this paper is to “split” the MHD equations into a
fluid part and a magnetic part, and to use tailor made schemes for each part to devise a scheme for the full system. The choice
of schemes for both the Euler part as well as the magnetic part, and the method to patch them together have to made judi-
ciously in order to obtain a robust scheme for the MHD equations. The numerical resolution of these schemes is higher (in
some cases, considerably higher) than that of HLL solvers and is comparable to the Roe solver. Furthermore, the splitting
based schemes turn out to be remarkably stable at fine mesh resolutions. It is well known that computing at fine mesh res-
olutions results in lower numerical diffusions leading to instabilities. These instabilities can cause the pressure and density
to be negative and the scheme crashes consequently. Most standard solvers for the MHD equations exhibit this behaviour.
On the other hand, the splitting based schemes are quite stable and do not crash even for fine mesh resolutions. However,
these schemes might still exhibit instabilities like the carbuncle phenomena which effect even very robust finite volume
solvers for the Euler equations as well as MHD equations. Based on their stability as well as good resolution, simplicity of
design and low computational cost, we believe that these schemes can be used as an alternative to both Roe solvers as well
as HLL solvers in practical codes and do not require any extra divergence cleaning.

The rest of the paper is organized as follows: in Section 2, we present both the extended Euler solver as well as the up-
wind schemes for the induction equation and present the approximate Riemann solver for the MHD equations. These
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schemes are compared with existing HLL and Roe solvers in a set of numerical experiments in both one and two space
dimensions in Section 3 and we summarize the contents of this paper in Section 4.

2. Numerical schemes

In this section, we design finite volume schemes based on splitting the ideal MHD equations into its fluid part and mag-
netic part. Consider the ideal MHD Eq. (1.1) in the domain D = [X;,Xg] x [Yi, Yg] X [Z1,Zg]. For simplicity, we consider a uni-
form grid in space with mesh points given by x; = iAx, y; = jAy and z; = kAz where Ax, Ay and Az are the mesh sizes in the x, y
and z directions respectively. Let the At" denote the time step at the n-th time level t" = >, _ At™, be determined by a suit-
able CFL condition, and let the cell average at t" be denoted by Uj;,.

With this notation, a general first order finite volume scheme reads

U?jk] = V(Uznflj,kv U?Ajfl,k? Uzj.kflv U?J,k’ U?ﬂj,kv U?jﬂ.ka U?j,kﬂ )7
= Ui — 5 F(U Ut i) = FOUT 0 Ui)) = 55 (G(UG 1, Ul 40 (2.1)

—=G( ?.jfl.kv ?_j,k))*%(H( ?J:kv Ej,kﬂ)*H(U:‘lj.Imv ?j.k))v

where F, G and H are numerical fluxes consistent with the directional fluxes f, g and h, respectively. The numerical fluxes will
be determined by the splitting procedure outlined in the introduction.

2.1. Schemes for the extended Euler system

As mentioned before, we use the natural splitting of the MHD equations and divide the equations into a hydrodynamic
and a magnetic part. We start with approximate Riemann solvers for the hydrodynamic part. This amounts to considering
the mass, momentum and energy equations in (1.1), regarding the magnetic field as a known function that is constant in t.
This results in the following extended Euler equations

0, +div(pu) =0,
(pu)[+div<pu®u+ <p+%B2)IfB®B) =0, 2.2)
E[+div((E+p+%B2)uf(u-B)B) -0,

where the total energy E is given by the equation of state (1.2), and the magnetic field B is playing the role of a coefficient.
This is a hyperbolic conservation law where the fluxes depend on the location through B,

U; +f(U°,B), +g°(U°,B), + h*(U*,B), = 0, (2.3)

with U¢ = {p, pu', pu?, pu?, E} being the conserved fluid variables and f¢, g¢, h° are the directional fluxes in (2.2). Defining the
vector of primitive variables V¢ = [p,u',u?, u, p], we get the following quasilinear form the Eq. (2.2)

Vi +A"(Ve B)Vg + A(VE B)VS + A>¢(V°,B)V; = S°(V, B, DB),

with DB denoting the matrix of partial derivatives of B. Consider any unit vector n = (n',n?, n®) and take u, := u-n, the
directional Jacobian is given by
u, pn' pn> pn® 0

1nl
Upn 0 0;n

14,2
Ou.,OEn,

1n3
0 0 Up 51

Alenl 1 A2 L A3 = A° . n =

o O o o

aq ar as Up

where
a' =yn'p+ (y - 1)(n' (B — (B")?) - B'(n°B* + n’B’)),
a® =yn’p + (y — 1)(n*(B* — (B*)*) - B*(n'B' + n*B%)),
@ =yn’p + (y - 1)(*(B? — (B*)?) — B*(n'B' + n’B?)).

b=~
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The eigenvalues of the directional Jacobian are

15 1 234
A Un T \/ﬁ\/a n, and 7 Up.
The two extreme eigenvalues ! and 2° correspond to acoustic waves with the sound speed being modified due to the pres-
ence of the magnetic field. The middle eigenvalues correspond to contact discontinuities and shear waves. If B = 0, the sys-
tem reduces to the Euler equations and the matrix is non strictly hyperbolic. For B#0, the above system is only weakly
hyperbolic.
For notational simplicity, denote the extended sound speed in the x-direction as

te_ 1 Y 2.2 312
a —W_)pr (B + (B)?).

Then the eigenvalues in the x-direction are given by

A5yl g and 234 =l (2.4)

Our aim is to design approximate Riemann solvers of the HLL type for this extended system (2.2). We start with a simple
two-wave solver.

2.1.1. HLL solver

We consider the extended Euler system (2.2) in the x-direction. The main feature of HLL solvers, see [15], is to approx-
imate the true Riemann solution with a wave fan containing fewer waves, all of which are moving discontinuities. Thus
for fixed time t, the approximate Riemann solution of a HLL solver is a piecewise constant function of x.

We start by defining the HLL solver which approximate the Riemann solution of (2.2) (in general containing 5 waves) with
a wave fan containing only two waves. Let Uj ;, B.z denote the conserved fluid variables and magnetic field to the left and
right of an interface. Then define the left and right fluxes by,

(A 25)

Note that we freeze the magnetic field locally in time and assume it to be constant across the Riemann fan. This essen-
tially amounts to staggering the coefficient in (2.2). This strategy for dealing with coefficients in conservation laws was also
used in [14]. Let s¢ and s§ denote the left and right wave speeds and U?, f¢ the middle state and middle flux respectively. Con-
servation of U® implies that

g —ff=sx(Ug = U3), fe—ff =s{(U-U))
Solving the above equations results in

e _fe S —siUp+s{UL e SRAC — Sifi + sisk(U — U)
U* - e e f* - e e . (26)
' Nt Sp— S
L R R L

)

Once the wave speed are defined, the numerical flux across the interface can be written
fe if s£>0
el — pe (Uf,ug,(BL;J> =l if s<0<sg. (2.7)
fgif st <0

The wave speeds s¢ and s¢ are defined as in [8], let A" denote the arithmetic-average of the Jacobians A{e and A}e'e, then
the wave speeds are given by

st =min{u} —a*, u' — alie} 28)

se = max{u} +ay®, ul +ale}

where u! and al¢ are the normal velocity and the extended sound speed of the averaged Jacobian respectively. This solver is

design to approximate only the outermost waves of the Riemann solution and will not approximate contact discontinuities or

shear waves very well. The choice of the wave speeds by comparing with an averaged Jacobian is an attempt to replicate the

strategy of [8] of using Roe-averages to increase resolution at isolated shocks. We were unable to obtain a Roe-matrix for the

extended Euler system. Furthermore, the above choice of wave speeds does not imply that the scheme will resolve isolated

fast magnetosonic shocks exactly due to the splitting but will hopefully approximate such discontinuities with good accuracy.

2.1.2. HLLC solver

HLL-three-wave solvers model the action of the two outer waves (as the HLL solver) as well as the contact/shear wave.
Hence we must define three speeds s < s§; < s§. The approximate three-wave solver and the corresponding numerical flux
have the form
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Uy if s¢>0,
pehle _ Ut if sp<0<sg,
Uyt if s§ <0<sg,
e
Uy if s <0,

2.9
feif s£>0, @9)
€, % H e 4
hlle _ pe.hll BB\ ) JI if sf<0<sj,
P 7F‘”C(U§,U§,%>f o if s8 <0< s§
R M R»
fe if s§<0,
Local conservation implies that
stUL" — i =siUp — fe, syUp™ — fi* = sy Up — (2.10)
and s4UR — fg = ssUy" — fg.
Solving the above equations, we obtain the following expressions for f/* and f;*
f _fe SL(SR SM) Ue* f fe SR(SM )AUE* (211)

-5 — S

where AU®* = Uy*" — Ui'* and f¢ is the middle flux of the HLL solver (2.6).
We follow [16] and determine the two middle states by the following simple observation

AU = (U — US),

where ¢ is a constant to be determined, thus the jump across the middle wave is proportional to the difference between the
left and right states. The case of « = 0 corresponds gives the HLL solver. When « = 1, the solver gives an isolated single dis-
continuity. We choose s{ and s§ as the Einfeldt speeds given in (2.8). Since the middle wave is supposed to model the contact
discontinuity, s§, is chosen as the corresponding velocity of the averaged Jacobian Al e, s, =1u'. Let c. = |a;° — | and

_ A - sy AU
v
where AU® = U% — U, Afe = f¢ — fe and ||C|| = 32,|C|. The factor « is then defined by

oc:max{O,l —i}
C.

This choice of « is motivated by the following argument. Consider the quantity
IAfe — si,AUF].
At an isolated contact discontinuity, the above is equal to zero. Thus o = 1 should represent this situation adequately.
Similarly, if an isolated shock is present, then « should be equal to zero and
IAfe — s5AU | = c.[[AUF].

This implies that the above linear interpolation gives the correct values of o in this regime.

It is straightforward to extend the HLL and the HLLC solvers to three dimensions. Let F*™, G*"' and H™' be HLLC fluxes
consistent with f¢, g¢ and h° and defined by (2.11) with the obvious modifications in the y and z directions. Let the discrete
time derivative for any function b be denoted

bn+l _ bn
At
and the average of two states across an interface as

Dib" =

b, —Ditbut
1+1/2 g .
Similarly we define the discrete spatial derivatives as
biriir — b
Dy bijr = iili”’kAx dk

with analogous definitions of D, and D;. Then the HLLC scheme in three dimensions reads

il il il
Dy Upfy = =Dy F (Ui ULl i Bicajzjin) — Dy G (U, Un o Bijiajzi) — Dy HOW(Ur, Uty Bijisaj2) (2.12)

The HLL solver is extended to three space dimensions analogously.
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As a shorthand notation we write

Ufjnkﬂ _ Ve'hllc(U?’_mB?,Afn),

to indicate a single application of the HLLC scheme with a timestep At".

Remark. The usual approach in designing a HLLC solver for Euler equations (see [26]) uses the fact that the pressure and
normal velocities are constant across the middle wave and that the tangential velocities only jump across the middle wave.
Plugging these assumptions into (2.10) results in a slightly different version of the HLLC solver for the extended Euler system
(2.2), with formulas similar to those obtained in [12] for the MHD equations. We have found that the numerical results with
this solver are slightly more dissipative than those obtained with the solver described here.

2.2. Schemes for the induction equation

The next step in this splitting procedure is to devise an efficient scheme for the induction Eq. (1.4). Rewriting the induc-
tion equation using the divergence constraint we obtain,

0B + curl(B x u) =0, (2.13)
and this implies
d(divB) = 0. (2.14)

Thus if the divergence is initially zero, it remains so and satisfies the divergence constraint in (1.1). The above equation is
a linear hyperbolic system but not strictly hyperbolic. In general (see [10]), it is not possible to symmetrize (2.13) without
explicitly using the divergence constraint. One way to symmetric these equations is to write them in the Godunov-Powell
form (1.4) mentioned in the introduction. Following [10] and using standard vector identities, we can obtain the following
symmetrized form of the system (2.13),

OB + u'd(B) + u%d,(B) + 130,(B) = (B V)u — B(divu). (2.15)

For a given smooth velocity field u, it is easy to prove that weak solutions to the above equation exist, are unique and
satisfy an energy estimate, see [10] for the relevant references. It seems essential to rewrite (2.13) in the symmetric form
(2.15) in order to obtain well-possedness. Furthermore, all the above forms are equivalent if the initial divergence is zero
and the solutions are sufficiently smooth.

Our aim in this section is to present efficient numerical schemes for the induction equation. The schemes should be stable
in a suitable sense and not introduce too much divergence errors. Furthermore, it is obviously important that they should
work effectively with the HLL Euler solvers of the last section to yield a robust scheme for the MHD equations. To simplify
the presentation, we consider the induction equation in two dimensions,

oB' +9,(u'B* —u?B') = 0,

2.16
0.B* — 0, (u'B* —u?B") = 0. @16)

Consider a given velocity field u and a uniform discretization in both the x and y directions with mesh sizes Ax and Ay. We
start with the following notation, for a continuous function a(x,y), we set

aij = a(x,y;), iandjez/2,

and define and the central differences
1 _
DY, = 5Dy, +Dy,).

Furthermore, set [a]*

= max{a,0} and [a]” = min{a, 0}.

2.2.1. The Lax-Friedrichs scheme
The simplest scheme for the hyperbolic system (2.16) is the Lax-Friedrichs scheme. Set ¢/; = Bl,"uf" — B;"u};" and define
this scheme as

- 2 _ n
D;BY' =L [(3)’DiD; (BY") + ()°D; Dy (B + DY),

+R2.n 1 [(ax\2n+ - (R2.0 M2+ - ((p20 0/ /n (217)
DB =k [(8)'D;D By + (3)°D, D, (BY')] - DY(ol.

At

Note that this scheme is based on using a second central difference for the flux coupled with a artificial diffusion term. In
general, this scheme is too dissipative for practical applications, but if the central discrete divergence is constant, the scheme
preserves this central divergence. To be concrete, let the central discrete divergence be defined as

n « 0/ pn n n
dj; = div’(B};) = Dy(B}") + Dy(B}"). (2.18)
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Under the Lax-Friedrichs scheme, the evolution of dj; reads

n n AX 2 — n Ay n
dit =d + (7> Dy D, (d}}) + <2> Dy D, (d})).
Thus if d” = 0, the above identity implies that d”+1 = 0 and the scheme preserves divergence free fields.
As shorthand notation for a single application of the Lax-Friedrichs scheme we write B”+1 = W™ B ALY,

2.2.2. Divergence preserving upwind schemes

As mentioned in the introduction, there exists an extensive literature devoted to devising suitable upwind schemes which
preserve some form of discrete divergence in (2.16). We present the divergence preserving scheme of Torrilhon and Fey [27]
as an example. This scheme is given by

D{B}" =3(D,(@};+ @l 1;+ O} + @%1)) + Dy (P + @iy + Pl + 91 ) 219
D/B = =3Oy (@l + 0y + 0+ 0h1) + Dy (0 + 031 + 03+ 93,1 ), '
where

(,Dﬁ/: 1( an_u Bln)?

ijij
and
LR T
i 4 )
>k -w]”

k=1
=(1,1), " =(-1,1), n® = (-1,-1) and n* = (1, -1).
This scheme preserves the following discrete divergence,
1
4(DO(BIIJ+] + 231 +Bu 1) +D0(312+1J + 23 +B, 1))-

If B is smooth, div* differs from div’ by O(Ax? + Ay?), with a constant depending on the second derivatives of B. More
details on this scheme can be found in [27,28]. We write this scheme as B! = W™™ (u" B"  At").

div’ (By;) =

2.2.3. A stable upwind scheme

It is desirable to have a scheme which is stable in the L* norm, and which does not create spurious oscillations. The nat-
ural starting point to design a scheme with these properties is the Godunov-Powell form (1.4), and then use the symmetrized
form (2.15). This strategy was adopted in [10 and 3]. Introduce the following notation,

Di{u,B};; = D ([Uis1/2,] " Bij) + Dy ([Ui—1/2j] Bij) = [Ujs1/24] Dy Bij + [Ui1/24] Dy Bij + BijDy Uis1 ;. (2.20)
An analogous expression defines D,{u, B}. If u and B are smooth functions, then
0x(uB)(x:,¥;) = Dx{u, B};; + O(Ax).
Then the stable upwind from [10] takes the form
DB = (Dy{u'™ B}y — Dy{u" B }yy) — [l ) Dy (By") — [uifh 5] Dy (Bij")
~[uij" o) Dy (BE") — [ ) Dy (B,
D/BY" = —(Dx{u' B*"};; — Dy{u®",B'"}) — Ui 5,1 Dy (BY)") — [
—[u" ) Dy (B) — [y o) Dy (B
Hence, the above scheme is based on upwinding the Godunov-Powell source term in (1.4). This scheme can also be writ-
ten down in terms of the non-conservative symmetric form (2.15). Under the assumptions of sufficiently smooth velocity
fields, it is shown to be stable in L*> and hence converges to a weak solution of the magnetic induction equation. Furthermore,
in the simple case of constant velocity fields, the above scheme is TVD. Numerical experiments indicating robustness of this
scheme were presented in [10]. As mentioned before, the introduction of the Godunov-Powell source term results in diver-
gence errors being transported by the velocity field, and one would like control these errors, but unfortunately we have not
been able to prove that the divergence remains bounded in L?. Nevertheless, numerical experiments indicate that the diver-

gence generated by the scheme remains small.
Note also that this scheme requires evaluation of the velocities at the cell interfaces. We do this by averaging, i.e.,

2.21
|"D; (B}") (221

i+1/2j

n o n n
Ui2j =5 Uiy + Ui
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We write this scheme as B};' = W™ (u" | B" At").

2.2.4. A stable “non-conservative” upwind scheme

Since the SUS scheme of the last section did not lead to a rigorous divergence bound, the authors designed a slightly mod-
ified version of this scheme in [10] for which it was possible to establish L?> bounds on the discrete divergence.

This upwind scheme is based on the non-conservative symmetric form (2.15) and hence we refer to it as the stable non-
conservative upwind scheme (SUS-N). Define the auxiliary function o; as an even smooth function such that

g, ifjal <9/2,
os(a) =<2 .
o(0) {o, if |a| > 0.

Furthermore, we demand that ¢ is non-increasing in the interval [0, 5] and that |g’(a)| < 2 for all a. Then in two dimensions,
the scheme reads
D{B" = —[uf") Dy (B}}") — [ujj"] "Dy (BY") — [uf}") Dy (Bi}") — ") "Dy (BY}") — DY (ui")By;" + Dy (ul}")BE"
+0,(uj")AXD; Dy (BL") + a,5(ui;") AyD; Dy, (B}}"),
(2.22)
DB} = —[u}") Dy (BY") — [w")" Dy (BY") — ") Dy (BY") — 7"} Dy (B") + DY(uf")BY" — D (uf}")BY
+05(ul")AXD; D, (B}") + 0,(uf")AyD; D, (BZ}"),
Note that we add a small amount of explicit numerical diffusion at the points u = 0 in addition to upwinding the derivatives.
In [10], we were able to show that the approximate solutions generated by the above scheme (2.22) are bounded in L? and
the standard central discrete divergence (2.18) is also bounded in L* under the assumptions that velocity field is sufficiently
smooth. Furthermore, the approximate solutions are TVD when the velocity field is constant. We write an application of a
single step with this scheme as B};" = W™ B" Ar").

Remark. It is straightforward extend all the above schemes to three space dimensions. For the sake of clarity we give the full
three dimensional form of the SUS scheme. The extension of the other schemes to three dimensions is analogous.

D; By = = DU BlL + Dy {ulf B — DoAulfh, BLL + Dofulf B} — () Dy (BLJY) + [l 7Dy (BL)Y)

ijk = ijk Pijk ij ko Pijk ijk Pijk ijk Pijk i-1ik ijk i3k

— (uf, Dy (B + [ty ) Dy (BE) — ([ ) D; (B + [l ) Dy (B),

ij+1 ijk i, k— ijktd
2, in p, 20 pl, 3 p2, 20 p3, 2, — pl, 2 - 1,
Dy Bii = — Dx{u;ji, Biji b + Dx{uiji Biji b — DaAu, Bk} + DAu . B} — ([ugf;;ker (Biji) + [UH’;J,d Dy (Bij})
- ([U,-z‘ﬁ%‘kFDyf (Bizﬁ() + [U?ﬂ%vk]fD; (Bisz)) - ([u?j}(,%]*D; (B?ﬁ) + [U?;3<+%}’DZ (Bijf]k)ﬁ
D; B\ = — Dy{uh, B\ } + Dy{u}’ Bl

_ 2.n p3.n 3n p2n
ik = ijko Pijk iao Bijih = Dyluiie Biji + Dy{uy, Biji

= ([, 7Dy (B + [ 7D (BL)) — (" * Dy (BEG) + [y J 7D (BEfS)) — ([, )" D (B3
+ (U3}, )DL (B).

2.3. Combining the schemes

In order to obtain a scheme for the full MHD equations, we can now piece together the schemes for the hydrodynamic
part with the schemes for the induction equation.
This can be done either simultaneously, resulting in update formula

USTT = Ve (U B, a),

n+1 m,type; n n n (223)
Bi,j.k =W 2(“.,,7B...7At )s
or sequentially, in which case we have the update formula
Ug._nﬂ _ Ve,type1 (Ue,n7Bn ,Al’n).
ijk ) (2.24)

e = WO Ul B ALY,

Here “type,” is either “HLL” or “HLLC”, and “type,” is one of “LxF”, “TF”, “SUS” or “SUS-N". Therefore all possible combi-
nations give 16 possible update formulas. Furthermore, we can also reverse the order in the sequential update (2.24) by
evolving the magnetic part first, followed by the evolution of the fluid part. We found no difference in the numerical results
by reversing orders in (2.24).

Remark. Note that both the above schemes are consistent with the form (1.10) of the MHD equations with constants ¢; = 0
and ¢, = 1. This form is a special form of the equations which conserves mass, momentum and energy and has the Godunov-
Powell source term only in the induction equations. This form is also formally equivalent to (1.1) for divergence free data.
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Remark. The splitting schemes based on (2.24) are formally first order in both space and time. It is easy to increase the spa-
tial accuracy by a standard ENO/WENO type non-oscillatory piecewise polynomial reconstruction. Second order formal accu-
racy in time can be accomplished by a Strang splitting, and further increased by using standard strong stability preserving
Runge-Kutta methods.

3. Numerical examples

We are going to test the splitting schemes of the last section on a variety of numerical experiments in both one and two
space dimensions. These experiments have been used in the literature on numerical schemes for MHD equations as bench-
mark test cases to compare different methods. The key issues are both accuracy and stability. Since the schemes of this paper
are first order methods, we will compare them with three standard first order finite volume schemes for MHD equations: (1)
a HLL two-wave solver (see [8]) for the full MHD equations which we will refer to as the HLL2 solver, (2) a HLL-three-wave
solver for the MHD equations designed in [16], referred to HLL3 solver and (3) a Roe solver. The Roe solver that we use is
based on adding symmetric diffusion in the entropy variables, in the spirit of [13] for Navier-Stokes equations and [2] for
Euler equations. This Roe solver has better accuracy as well as stability compared to the standard Roe solvers used in the
literature. More details about this Roe solver will be reported in a forthcoming paper. In terms of computational cost, the
HLL2 solver is as costly as the HLL/SUS solver, the HLL3 solver has the same cost as the HLLC/SUS solver and the Roe solver
is the most expensive. So, we will see whether the HLL/SUS and HLLC/SUS solvers do better than the HLL2 and HLL3 solvers
respectively and how they compare with the Roe solver.

Remark. With a small choice of 6, e.g., 6 = min{Ax, Ay}/2, we observed no difference between the SUS and the SUS-N
solvers. Therefore we choose to report results using the SUS scheme only.

We concentrate on one- and two-dimensional examples, therefore we let the computational domain [X;,Xg] x [Yy, Y&] be
discretized uniformly in each direction leading to mesh sizes of Ax and Ay respectively. The time step is determined by the
following CFL condition
len
ij
min{Ax, Ay}

2| + AL

1n
maxi|u;: a
ij {| ij | + ij

<1,
where a*" is the extended sound speed in the I-th direction in the cell I;;. We run the numerical experiments at the same
CFL-number of 0.45.

We use the following notation for errors, let W™ be a component of the numerical solution given by a scheme using a
M x M grid, and W*® the same component of a reference solution. We define the relative error as

WM — WA,

REL, (W) =100 x
M( ) HWR

llp

where | - |, is the discrete L” norm. In this way we refer to e.g,, RE] 0 (p), denoting the relative difference in L' between the
density calculated on a 100 x 100 grid and a reference density.

We have used y = 5/3 and the simultaneous update formula (2.23) in all examples. We found that using the sequential
update (2.24) gave very similar results.

3.1. Shock tube

We start with a one-dimensional shock tube test case. The initial conditions are given by

(1.0,+1.0,0.0,0.0,0.7,1.0,0.0,1.0), ifx<05

3.1
(0.3,-0.3,0.0,0.0,0.7,0.2,0.0,0.2), otherwise. G-

(p7 pulvpu21pu3ﬁBlszngvp) = {
The computational domain is (x,t) € [0,1.5] x [0,0.5] with Neumann boundary conditions. All schemes use the CFL-num-
ber 0.45. The Riemann problem has a complicated solution containing shocks, rarefactions and contact discontinuities. We
test different schemes on this problem and report the results in Fig. 1 and Table 1. We compute a reference solution with the
standard HLL2 solver using 8000 mesh points. The results in Fig. 1 compare the HLLC/LxF, HLL/SUS and HLLC/SUS schemes
with 400 mesh points on this problem. As shown in this figure, all three schemes resolve the complicated solution fairly well
with the HLLC/SUS scheme being the least dissipative and the HLLC/LXF being the most dissipative. Note that HLLC/LXF is
much less dissipative than the standard LxF scheme for a system, since the “Euler part” is approximated with a HLL solver.
Table 1 gives a more quantitative comparison of the schemes. In this table, a “~” means that the scheme crashed due to neg-
ative density or pressure. We show relative errors in L' on different meshes for both the density and a component of the
magnetic field and compare the HLL, HLL3, HLL/SUS, HLLC/SUS, HLLC/LxF, HLLC/TF and Roe schemes.
From the table, all the splitting based solvers yielded reasonably small errors for this problem. Surprisingly, the errors due
to the HLLC/LXF scheme are not very high and this implies that the split scheme is much less dissipative than a standard
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Lax-Friedrichs scheme would have been. In fact, this scheme has lower errors than the standard HLL scheme. As expected the
HLLC/SUS scheme had lower errors than the HLL/SUS scheme and these errors were comparable to the HLLC scheme. The
HLLC/TF had the best resolution among the splitting solvers in this case. Unfortunately, the approximate magnetic field
was oscillatory. This is to be expected as in [10], we demonstrated via a numerical experiment that the TF scheme leads
to oscillations around discontinuities and this might be the reason for the instabilities reported here.

Comparing the splitting schemes with the standard schemes, we see from the above table that the errors due to the HLL/
SUS scheme and the HLLC/SUS scheme are comparable to those generated by the HLL scheme and HLL3 scheme respectively.
For the density, the HLLC/SUS scheme has slightly greater resolution than the HLL3 scheme. Furthermore, none of the HLL

p puy
167 12¢
—HLL 8000 —HLL 8000
----HLL/SUS 400 ----HLL/SUS 400
14y -=-"HLLC/SUS 400 1 ---HLLC/SUS 400
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0.4f
0.2f
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0.2 - . , 0.4 L L ,
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0.2r 121
—HLL 8000 —HLL 8000
----HLL/SUS 400 11r . ----HLL/SUS 400
0.1 - - - HLLC/SUS 400 - -~ HLLC/SUS 400
HLLC/LXF 400 1 HLLC/LxF 400
0 r 0.9F
b
: 0.8f
01 f }
! 0.71
i
02 f 0.6}
03 0.5F
0.4f
0.4
0.3f
0.5 : 0.2 . . L
0 0.5 0 0.5 1 15
p
161
1.4r
1.2r
1
0.8f
0.6f
0.4f
—HLL 8000
0.2t ---- HLL/SUS 400 L
-=="HLLC/SUS 400
HLLC/LxF 400
o : . )
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Fig. 1. Results for the Brio-Wu shock tube at time t = 0.5 with HLL/SUS, HLLC/SUS and HLLC/LXF with 400 mesh points compared with the reference
solution.
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Table 1

Relative errors, REj,(p) (top) and RE},(B*) (bottom), at time ¢t = 0.5 for the Brio-Wu shock tube for various mesh sizes M.

M HLL HLL3 HLL/SUS HLLC/SUS HLLC/LXF HLLC/TF Roe
100 4.44 3.35 4.49 3.26 3.30 3.22 2.42
200 2.87 1.95 2.65 1.90 2.08 1.86 1.23
400 1.88 1.22 1.73 1.18 1.26 1.15 0.73
800 1.13 0.64 1.02 0.62 0.73 0.61 0.30
1600 0.62 0.28 0.55 0.27 0.37 0.26 0.10
100 3.32 2.75 3.06 2.81 3.56 2.09 1.89
200 2.04 1.56 1.77 1.55 2.14 1.25 0.85
400 1.29 0.97 1.11 0.95 1.35 0.73 0.50
800 0.75 0.51 0.60 0.48 0.74 0.40 0.18
1600 0.38 0.23 0.29 0.21 0.34 0.16 0.09

two- and three-wave solvers presented above have the resolution comparable to the Roe solver particularly in the density
variable. However, recent papers [17,25] have reported that the HLL five wave solver has comparable accuracy as the Roe
solver.

This experiment indicates that the splitting scheme are comparable to the standard HLL two- and three-wave schemes in
one space dimension. We have performed tests with other shock tubes and obtain similar qualitative and quantitative
results.

One of the key robustness criteria in one-dimensional MHD is whether the numerical schemes yield approximations with
positive pressure and density. It is well known that the Roe solver is not positivity preserving and the references cited in the
introduction prove that the HLL2 solver and other HLL-three and five solvers are proved to be positivity preserving. We are
unable to provide a proof that our splitting based solvers are positivity preserving in one space dimension. However, numer-
ical tests indicated that these solvers do preserve positive pressure and density in practice. In order to test this assertion, we
present the following numerical experiment.

3.2. Super-fast expansion

This test problem has been used in [18] and other references therein as a test of positivity preservation for one-dimen-
sional MHD solvers. The set up is a shock tube with initial data,

(1.0,-3.1,0,0,0,0.5,0,0.45), if x<0.5

3.2
(1.0,3.1,0,0,0,0.5,0,0.45), otherwise. (3-2)

(p7 pu17pu21pu37Bl7Bsz3ﬁp) = {
The data has been selected in such a manner that the exact solution is an expansion with fast wave mach number equal to
3.1. The solution contains very low densities and pressures and is designed to test positivity of solvers. As expected, the HLL2
and HLL3 solvers retained positivity and the Roe solver crashed due to negative pressure. Similarly, the HLLC/LXF solver re-
tained positivity. We present the results for the HLL/SUS and HLLC/SUS solvers in Fig. 2, where we plot the logarithm of the
pressure computed by the HLL/SUS and the HLLC/SUS solvers for 400 and 1600 mesh points. The figure clearly demonstrates
that both solvers retain positivity. The HLLC/TF scheme crashed due to oscillations.
This experiment does not prove that our HLL/SUS and HLLC/SUS schemes are positivity preserving. However, based on
this and many other one dimensional numerical tests, we can conclude that these solvers are robust for one-dimensional
problems. Encouraged by these results, we move on to two-dimensional test problems.

0 . . . . log(P) _ . . 0 i i . . log(P)

HLL/SUS:# + + 4+ ++ HLU/SUS:H + + + 4 + + ++ +

HLLC/SUS 25 ||ncsus

3|

3 L L L L L L L L L 35 n n n n n n n n n
0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1

Fig. 2. Numerical results for the superfast expansion problem. We show log,,(P) at time t = 0.2 with both HLL/SUS and HLLC/SUS solvers. Left: 400 mesh
points and right: 1600 mesh points.
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3.3. Orszag-Tang vortex

The so-called Orzag-Tang vortex is a well known benchmark test for two dimensional schemes for the MHD equations
(see [29]). For this problem, the initial data are given by

(P, pu17pu27Pu3yBl7Bsz37P) = (,))27 —p Sin(y)rpsin(x)vo'ov _Sin(y)vsin(zx)7o-0a V) (33)

The computational domain is (x,t) € [0,27]* x [0, n] with periodic boundary conditions. We present numerical results
with different schemes in Fig. 3 and Table 2.

Even though the initial data are smooth, the solution develops discontinuities in form of shocks along the diagonals, to-
gether with a vortex in the center of the domain. The solution has a rich structure consisting of shocks, vortices and other
interesting smooth regions. The issues with any numerical scheme are resolution of the shocks as well as the central vortex.
Another issue is that of control of divergence in some discrete norm. In fact, it is widely believed that lack of divergence con-
trol can lead to negative pressures and hence crashes in this test case. So ensuring stability of the solver, particularly at fine
mesh resolutions is a challenge. There is no accepted reference solution in this case and many papers have used the maxi-
mum pressure as a measure of accuracy and of a scheme. We plot the pressure on a 100 x 100 mesh in Fig. 3 and compare
HLL, HLL/SUS, HLL3 and HLLC/SUS schemes for qualitative behavior. As shown in Fig. 3, the differences in resolving the solu-
tion are much more pronounced in this case. In particular, the HLL scheme is very dissipative and the central vortex is not
well resolved. Even the HLL3 scheme is quite dissipative and the shocks along the diagonal are smeared. On the other hand,
the schemes based on splitting resolve the shocks very well. The central vortex is resolved by both the HLL/SUS and the
HLLC/SUS scheme, and the shocks are much sharper than the features computed by the HLL3 solver for the full MHD equa-
tions. A thorough quantitative comparison is provided by considering the maximum pressures in Table 2 for different mesh
resolutions. From Table 2, we find that at relatively coarse mesh resolutions (upto 400 x 400 mesh points), the splitting solv-

Fig. 3. This figure shows the pressure computed with (from top left to bottom right): HLL2, HLL/SUS, HLL3 and HLLC/SUS on a 100 x 100 mesh at time t = T.
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Table 2
Maximum pressure (top) and the L' norm of the divergence defined by (2.18) (bottom) at time t =  for the Orszag-Tang vortex, for different schemes using a
M x M grid.

M HLL HLL(Pr) HLL3 HLL3(Pr) HLL/SUS HLLC/SUS HLLC/LXF Roe
100 4.00 4.01 4.41 4.42 4.94 5.04 4.61 5.27
200 4.74 4.76 4.94 4.95 5.39 5.41 4.71 5.39
400 5.11 - 5.21 - 5.79 5.81 5.00 5.88
800 = = = = 6.05 6.07 5.26 =
1600 - - - - 6.21 6.22 5.52 -
100 1.92 0.00 2.81 0.00 4.17 4.28 0.00 7.77
200 1.77 0.00 293 0.00 3.23 3.32 0.00 6.94
400 1.47 - 2.60 - 2.46 2.50 0.00 5.64
800 = = = = 1.85 1.87 0.00 =
1600 - - - - 1.38 1.39 0.00 -

ers have much higher resolutions (measured in terms of maximum pressure) than the standard HLL and HLL3 solvers. In fact,
even the HLL/SUS leads to sharper resolution of the solution than the more expensive HLL3 solver. Similarly, both the split-
ting solvers compare very well with the Roe solver. In fact, the HLLC/SUS leads to almost the same maximum pressure as the
Roe solver. It should added that the computational cost of the Roe solver is considerably higher than the HLLC/SUS solver.

One would expect that this high accuracy of the splitting based solvers should come at a price of reduced stability. On the
contrary, Table 2 shows that the splitting based solvers of this paper do not crash even for 1600 x 1600 mesh points and
show increased resolution on these very fine meshes. On the other hand, the standard HLL, HLL3 and Roe solvers crashed
on 800 x 800 and finer meshes due to instabilities. Thus on this test problem, the splitting based HLL solvers are at least
as accurate as the Roe solver and more accurate than the HLL solvers and are far more stable.

One possible explanation of this behavior is divergence errors. We compute the standard discrete divergence (2.18) and
show the results in Table 2. The initial data has zero divergence, but the solution has several shocks, and numerical solutions
may have non-zero divergence. The standard HLL, HLL3 and Roe does not preserve the divergence constraint. The splitting
based solvers have some divergence cleaning built into them since they are based on adding the Godunov-Powell source
term. Yet, we observe that on coarse meshes, the HLLC/SUS scheme has larger divergence errors than the HLL3 scheme. This
could be due to the periodic boundary conditions which re-introduce any non-zero divergence swept away from the domain.
Observe from Table 2, that the divergence errors due to the HLL/SUS and HLLC/SUS reduce with increasing mesh resolution.
In fact, the divergence error due to the HLLC/SUS is lower than the errors due to both HLL3 scheme and the Roe scheme on
the 400 x 400 mesh. This behaviour of the divergence error might be a reason for the robustness of the splitting based
solvers.

Even the HLLC/LXF scheme is fairly robust and we did not observe any crashes. The numerical resolution of the HLLC/LXF
scheme is inferior to that of the HLL/SUS and the HLLC/SUS schemes in this case, even though HLLC/LXF preserve divergence.
The HLLC/TF scheme crashed even on the coarse 100 x 100 mesh in this test case.

In order to investigate the connection between divergence errors, stability and overall accuracy, we have tested versions
of the HLL, HLL3 and Roe solvers with additional divergence “cleaning”. As mentioned in the introduction, a wide variety of
divergence cleaning procedures have been proposed, and their relative merits/demerits have been discussed at length, see
[29] and references therein. On this particular problem, we decided to couple the HLL and HLL3 solvers with divergence
cleaning by the projection method designed in [5] and described in [29]. The projection method is based on the Hodge
decomposition of B and involves projecting B to a divergence free field at the end of each time step by solving a Poisson equa-
tion. We chose the central form of discrete divergence (2.18) and solve the resulting discrete Poisson’s equation by a precon-
ditioned conjugate gradient method suggested in [29]. The method is considerably (by several orders of magnitude) more
expensive than the basic finite volume schemes as the Poisson solver is used at every time step. The resulting schemes were
called HLL(Pr) and HLL3(Pr) indicating that the HLL and HLL3 solvers were coupled with projection based divergence clean-
ing. The quantitative results with the HLL(Pr) and HLL3(Pr) schemes are shown in Table 2. As shown in this table, for coarse
meshes up to 200 x 200 mesh - the HLL(Pr) and HLL3(Pr) keep divergence zero. But, the quality of numerical solution is very
similar to that of the HLL and HLL3 schemes. In fact, the accuracy (measured by the maximum pressure) is practically un-
changed when the HLL and HLL3 solvers were equipped with divergence cleaning. This indicates that controlling divergence
or preserving the divergence constraint does not increase the accuracy of the scheme. More surprisingly, the HLL(Pr) and
HLL3(Pr) schemes crashed even on a 400 x 400 mesh at times close to t = 7/3 i.e., at one-third of the final time. The results
obtained just before the crash showed oscillations near the shocks, and these oscillations may have caused negative pressure.
One possible explanation of the oscillations is that the Poisson solver is second order accurate and can introduce slight oscil-
lations. Without divergence cleaning, the HLL and HLL3 solvers did not crash at this mesh resolution (although they crashed
on finer meshes).

This test indicates that divergence errors are not necessarily the only cause of instabilities on multi-dimensional MHD
simulations, and that divergence cleaning itself can cause instability.

Hence, from this test problem, it appears that the splitting based HLL/SUS and HLLC/SUS solvers are both more accurate
(and as accurate as the Roe solver) as well as stable compared with the standard schemes.
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3.4. Rotor problem

This two-dimensional test problem is another standard benchmark for numerical solutions of the MHD equations and
was first reported in [29].

The computational domain is (x, t) € [0, 1]* x [0,0.295] with artificial Neumann type boundary conditions. The initial data
are given by

10.0 ifr<0.1,
p=<1+9f(r) if 0.1 <r<0.115,
1.0 otherwise,

with r(x) = |x — (0.5,0.5)| and

fir) = 23 —3200r.

The other variables are initially
(—(10y — 5)p, (10x - 5)p) if r<0.1,
(pul, pu?) = ¢ (—(10y — 5)f(r)p, (10x — 5)f(r)p)if 0.1 < r < 0.115,
(0.0,0.0)otherwise,
(pu?,B', B* B®,p) = (0.0,2.5/4/%,0.0,0.0,0.5).

The initial velocity and magnetic fields are such that the variables are rotated in the domain. The pressure drops to very
low values in the center, and this test case is set up in order to determine how a scheme handles low pressures. We present
numerical results in Table 3 and in Fig. 4. In Fig. 4, we plot the pressure at the final time on a 200 x 200 mesh and compare
the HLL, HLL3, HLL/SUS and HLLC/SUS schemes. At this resolution, we see that the differences in the all the solvers is not as
pronounced as the Orszag-Tang vortex even though the HLLC/SUS has the best resolution among the four solvers. We com-
pute the solutions on a series of meshes and report results in Table 3. In the absence of any accepted measure of errors, we
report divergence errors in the L' norm. From the table, we find that the HLL/SUS and HLLC/SUS solvers are stable even at the
fine resolution of 1600 x 1600 mesh points. Despite the very low pressures, these solvers did not crash for any of the mesh
resolutions that we ran in this case. On the other hand, the HLL, HLL3 and Roe solvers crashed at the resolution of 800 x 800
mesh points due to negative pressures. The divergence errors generated with both the HLL/SUS and HLLC/SUS schemes were
quite low on this test problem. The HLLC/LXF scheme was stable but dissipative while the HLLC/TF crashed at all resolutions
that we tested. To further investigate the effect of divergence errors on stability, we decided to test a different divergence
cleaning technique (than the projection approach used for the Orszag-Tang vortex) for the HLL and HLL3 solvers. As this
problem has non-reflecting boundary conditions, we can employ divergence cleaning by the Godunov-Powell source term
technique [19]. We implement the discretization of the Godunov-Powell source term described in [20] where the authors
used a central discretization of the divergence terms on the right hand sides of (1.10) and evaluated the rest of the right hand
side at the given cell. The resulting HLL and HLL3 schemes together with this discretization of the source term were denoted
by HLL(Ps) and HLL3(Ps), and the divergence errors are shown in Table 3. As shown in this table, the Powell source term did
not affect the divergence errors much. Furthermore, both HLL(Ps) and HLL3(Ps) crashed on a 400 x 400 mesh. This crash was
probably due to slight oscillations introduced by the source term. In [10], we showed that central discretizations of Powell
source term can lead to oscillations even for the induction Eq. (1.4). This also happens for the MHD equations as shown by
this test example.

3.5. Two-dimensional Riemann problem
This two-dimensional Riemann problem was proposed in [28] as test case to compare stability, resolution as well as

divergence control. The computational domain is (x,t) € [0,0.8]* x [0,0.1] with Neumann boundary c